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LOAD BALANCING IN ARBITRARY NETWORK TOPOLOGIES
WITH STOCHASTIC ADVERSARIAL INPUT∗

ARIS ANAGNOSTOPOULOS† , ADAM KIRSCH‡ , AND ELI UPFAL†

Abstract. We study the long-term (steady state) performance of a simple, randomized, local
load balancing technique under a broad range of input conditions. We assume a system of n processors
connected by an arbitrary network topology. Jobs are placed in the processors by a deterministic or
randomized adversary. The adversary knows the current and past load distribution in the network
and can use this information to place the new tasks in the processors. A node can execute one job
per step, and can also participate in one load balancing operation in which it can move tasks to a
direct neighbor in the network. In the protocol we analyze here, a node equalizes its load with a
random neighbor in the graph.

Our analysis of the protocol does not assume any particular input distribution. The input
is generated by an arbitrary deterministic or probabilistic adversary subject only to some weak
statistical properties. For stability and expected performance of the system we adopt the stochastic
adversary model of [Borodin et al., J. ACM, 48 (2001), pp. 13–38]. For high-probability bounds we
introduce a more restricted input model, the strongly bounded adversary.

Assuming the stochastic adversarial input model, we show that if the adversary does not trivially
overload the network (i.e., there is an integer w ≥ 1 such that the expected number of new jobs in any
interval of length w is bounded by λnw for some λ < 1), then the system is stable for any connected
network topology, regardless of how the adversary allocates the new jobs between the processors.

When the system is stable, the next performance parameter of interest is the waiting time of jobs.
We develop expected and high probability bounds on the total load in the system and the waiting
time of jobs in terms of the network topology. In particular, in the above stochastic adversary model,
if the network is an expander graph, the expected wait of a task is O(w + logn), and in the strongly
bounded adversary model the waiting time of a task is O(w + logn) with high probability.

We contrast these results with the work stealing load balancing protocol, where we show that in
sparse networks, the load in the system and the waiting time can be exponential in the network size.
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1. Introduction. Efficient utilization of parallel and distributed systems can
often depend on dynamic load balancing of individual tasks between processors. In
the dynamic load balancing problem, we consider a system that is designed to run
indefinitely. New jobs arrive during the run of the system, and existing jobs are
executed by the processors and leave the system. The arrival of new jobs may not be
evenly distributed between the processors. The task of the load balancing protocol is
to maintain approximately uniform job load between the processors, and in particular
to keep all processors working as long as there are jobs in the system waiting for
execution.

We assume a simple combinatorial model of load balancing following a number
of earlier studies. The computing system is represented by a connected, undirected,
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n-node graph. Jobs (represented by tokens) have equal execution time. The load of a
node is the number of tokens in its queue. A processor can execute (or consume) one
token per step, and we assume that it executes the oldest job in its queue. In each
step a processor can also move a number of jobs from its queue to the queue of an
adjacent node in the network. This abstraction models the case where the execution
time of a job is significantly longer than the time required to move a job to an adjacent
node. The assumption that all jobs have equal execution time simplifies the analysis
while still capturing the combinatorial complexity of the load balancing problem in
networks.

Dynamic load balancing algorithms have been studied extensively in experimen-
tal settings, demonstrating significant run-time improvements obtained by relatively
simple load balancing techniques [20, 21]. Rigorous, theoretical study of load balanc-
ing in the past has focused mainly on static analysis [1, 7, 8, 11, 16, 18], where a set
of jobs is initially placed in the processors and the algorithm needs to distribute the
jobs almost evenly between the processors in a minimum number of parallel rounds.
A number of important techniques have been developed in this line of work, and in
particular our work here builds on the static analysis in [8].

Load balancing, however, is best analyzed in a dynamic setting that captures the
actual application of such protocols. An important step in that direction was taken
in [4], where the work stealing model was shown to be stable on the complete network.
The main tool used in that work was the stability conditions for ergodic Markov
chains, and consequently their stability result holds only for Markovian adversaries.
In addition, a number of other works have studied dynamic load balancing under the
assumptions that jobs are generated by a randomized process that is oblivious to the
current state of the system [10, 13, 14, 19]. Finally, [3, 15] proved stability results for
load balancing on a general network assuming the deterministic adversarial model.
The computational model there is different, assuming that only one job can traverse
an edge per step.

2. Model and main results. In this work we address both the stability and
the efficiency (waiting time) of the load balancing task. We present a simple local
randomized protocol and analyze its performance on a general n-node network, and
under several adversarial models for the arrival of jobs into the system. Since we
do not use Markov chain techniques in the analysis, our results are not restricted to
Markovian adversaries. That is, the process that injects new jobs into the system can
use information about all previous steps.

In particular, we consider the type of adversaries proposed by Borodin et al. in [5].
Following that work we define a (w, λn) input adversary as a process that inserts jobs
in the system subject to the condition that for every sequence of w consecutive time
steps, the total inserted load is at most λnw. This allows the adversary to insert more
jobs at some time steps, as long as the total load in windows of size w is bounded. An
extension is a (w, λn) stochastic adversary, whose input load is a random variable, with
the property that the expected injected load during any sequence of w consecutive
time steps is bounded by λnw, and additionally, for some p > 2, the pth moment of
the new load is bounded (see [5] for a detailed discussion).

For these adversaries, we derive asymptotic (with respect to the network size)
bounds on both the expected total load and the waiting time of a job in the system.
However, it is still reasonable to seek stronger guarantees than bounds on expected
performance can provide. In particular, one might wish to augment the expected per-
formance results with high-probability bounds. In this case, the stochastic adversarial
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model is too powerful, since it allows for large bursts of load to occur in certain time
steps with decent probability. Therefore we need to place additional restrictions on
the adversary if we wish to derive high-probability results. To this end, we introduce
a constrained version of the stochastic adversary by enforcing a large-deviation–type
bound for the incoming load, similar to a Chernoff bound. We call these adversaries
strongly bounded.

Formally, let A be an adversary that is injecting load into the system. Let It be
the load injected by the adversary during time step t.

Definition 2.1. We say that A is a (λ,w, p,M) stochastic adversary (where we
assume that w is a positive integer) if the following conditions hold for any time t and
any event H determined entirely by information about the system at or before time t.

1. E [
∑w

i=1 It+i |H] ≤ λnw.
2. E

[
(
∑w

i=1 It+i)
p |H

]
≤ Mnpwp.

In addition, we say that A is strongly bounded if it also satisfies the following con-
dition.

3. There is a constant α > 0 and a constant β ≥ 1 such that for any ε > 0

Pr

(
w∑
i=1

It+i > (1 + ε)λnw |H
)

≤ e−αλnwεβ .

Throughout the paper, we always assume that λ and p do not depend on n, while
w and M may be functions of n.

We give a high-level description of the protocol here, deferring the details to sec-
tion 3. After the generation of new load, the nodes execute a particular distributed
randomized algorithm for choosing a random matching. The matching is not nec-
essarily perfect, nor is it necessarily chosen uniformly from all possible matchings,
although it does have some important properties that we will exploit later. Once the
matching is chosen, every two matched nodes equalize their load (up to one token).
For simplicity, we refer to this protocol as P.

We first show that the system (using P) is stable under the stochastic adversary
model (for λ < 1 and p > 2). That is, the expected total load in the system is
bounded with respect to time. The following theorem, proven in sections 5.1 and 5.3,
relates the load in the system to the network topology and establishes the stability of
the system. We assume a connected network G = (V,E) that has n nodes, maximum
degree at most ∆, and whose Laplacian1 has smallest nontrivial eigenvalue Λ. For
convenience, we define the quantity γ = Λ/16∆.

Theorem 2.2. Suppose that we run the system with a (λ,w, p,M) adversary,
where λ < 1 and p > 2, using protocol P (described in section 3). Let Lt be the load
of the system at time t. Then the system is stable and

lim sup
t→∞

E[Lt |L0] = O(γ−1n(w + lnn)(1 + M)3p) as n → ∞.

In addition, if the adversary is strongly bounded, then for any constant c > 0 there is
a constant κ = κ(c), such that for sufficiently large n,

lim inf
t→∞

Pr(Lt ≤ κγ−1n(w + lnn)) ≥ 1 − n−c.

The above bounds hold without the limits if the system starts with no load.

1Let A denote the adjacency matrix of a graph G, and let D = (dij), where dij is the degree of
node i if i = j, and is 0 otherwise. The Laplacian of G is the matrix L = D − A. The eigenvalues
of L are 0 = Λ1 ≤ Λ2 ≤ · · · ≤ Λn, and Λ2 = Ω(n−2) if G is connected.
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Next we address the efficiency of the load balancing protocol, an important per-
formance parameter that was not addressed in most previous work. That is, we relate
the waiting time of jobs to the topology of the network. Since protocol P treats all
tokens equally regardless of their ages, it cannot guarantee efficient delivery time for
individual packets. To bound the waiting time of jobs in the system, we augment
the protocol with a distributed version of the first-in-first-out queueing discipline,
requiring that a node always respect the ages of its tokens in the load balancing step,
and always consume its oldest token in the load consumption step (see section 3 for
details). We denote this version of P by P∗.

Theorem 2.3. Suppose that we run the system with a (λ,w, p,M) adversary,
where λ < 1 and p > 2, using protocol P∗ (described in section 3). Let Wt be the wait
of a job that arrived at time t. Then

lim sup
t→∞

E[Wt |L0] = O(γ−1(w + lnn)(1 + M)3p) as n → ∞.

In addition, if the adversary is strongly bounded, then for any constant c > 0 there is
a constant κ = κ(c), such that for sufficiently large n,

lim inf
t→∞

Pr(Wt ≤ κγ−1(w + lnn)) ≥ 1 − n−c.

The above bounds hold without the limits if the system starts with no load.
In particular, for bounded degree regular expanders, γ = Θ(1), and the diameter

of the graph is Θ(lnn), so for these graphs the above result is optimal.
As a special case of a strongly bounded adversary, we consider the generator model

that appeared in [4]. We contrast our results with the work stealing load balancing
protocol that is analyzed there and show that in sparse networks, both the load in
the system and the waiting time of a job can be exponential in the network size.

Notice that both Theorems 2.2 and 2.3 are concerned with the long-term behavior
of the system. In both cases, we show that if certain restrictions are placed on
the adversary, then the system behaves well most of the time. Since we focus on
the asymptotic behavior of the system, every valid system state will occur infinitely
often. Therefore the analysis must ensure that the system rarely enters undesirable
states and quickly recovers from them when it does. Simple probabilistic techniques
(e.g., estimating the probability of rare events for every time point and using a union
bound over all time steps) are not sufficient to achieve these goals. We require more
sophisticated arguments.

There is a substantial class of results, based on modeling the system’s evolution
as a Markov chain, that is frequently employed in these sorts of analyses—the proof
of stability for the work stealing protocol in [4] is one example. Furthermore, for this
Markov chain setting, there are additional tools for proving rapid convergence to a
stationary distribution (see Meyn and Tweedie [12]), as well as for deriving properties
of the stationary distribution (see [4] and the references therein). However, many of
these results are qualitative and not quantitative. More importantly, they restrict
the class of problems that they can model. In the particular context of adversarial
load balancing that is the focus of this work, any straightforward application of such
tools will only yield results for Markovian adversaries (i.e., adversaries whose usage
allows for the system to be modeled as a time-homogeneous Markov chain)—the
analysis in [4] is an example. While it is not obvious whether this restricted class
of adversaries is really any weaker than the general class presented earlier, it is clear
that results in the general adversarial model serve as a compelling argument for the
efficacy of the load balancing protocol under a wide range of input conditions.
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Since we seek greater generality than Markov chain results are known to provide,
we need more elaborate tools. In the conference version of this paper [2], we apply
results from renewal theory to show that the system has efficient long-term behavior
under a particular non-Markovian adversary. In the current work, we generalize the
results presented there by analyzing the behavior under the more general adversaries
of Definition 2.1. To this end, we show that the load in the system behaves like
a supermartingale above some threshold and then employ a result of Pemantle and
Rosenthal [17] for the analysis of such processes. Finally, in section 5.3, we derive
stronger, high-probability results for the more restricted adversaries.

3. Protocol. If we were simply interested in a stability result we could use
the protocol studied in [8]: in each step nodes are matched randomly with adjacent
neighbors in the network, and if node v is matched with node u, they equalize their
load subject to integer rounding. The details of the protocol (which we call protocol P)
are given below.

1. Matching phase:
• For each node i

– Node i inserts each incident edge (i, j) into a set S with probability 1
8 max(di,dj)

, where
di is the degree of node i.

– Node i removes edge (i, j) from S if some edge (i, k) or (j, k) is in S, with k �= i, j.
• Let the matching M consist of the remaining edges in S.

2. Transfer phase:
• If (i, j) ∈ M

– i and j equalize their loads so that, say, i gets load �(�t(i) + �t(j))/2� and j gets load
�(�t(i) + �t(j))/2�, where �t(i) is the load of processor i in the beginning of the step.

To bound the waiting time of jobs in the system we need to augment the above
protocol with a distributed version of the first-in-first-out queueing discipline. It is
not enough to require that a node consume the oldest job in its queue; we also need
to consider the jobs’ ages in the load balancing procedure. In particular, when u and
v are matched they should not only equalize their total load but also equalize (up to
rounding) the load that they have above any given age. A simple method to maintain
this property is given by protocol P∗ below. Note that protocol P∗ is a special case
of protocol P.

1. Matching phase:
• For each node i

– Node i inserts each incident edge (i, j) into a set S with probability 1
8 max(di,dj)

, where
di is the degree of node i.

– Node i removes edge (i, j) from S if some edge (i, k) or (j, k) is in S, with k �= i, j.
• Let the matching M consist of the remaining edges in S.

2. Transfer phase:
• If (i, j) ∈ M

– Let Ji
1, J

i
2, . . . , J

i
�t(i)

(where �t(i) is the load of processor i in the beginning of the step),

and let Jj
1 , J

j
2 , . . . , J

j
�t(j)

be the jobs in the queues of nodes i and j, respectively, sorted

from oldest to newest.
– Node i sends jobs Ji

2, J
i
4, . . . , J

i
2��t(i)/2� to node j. Similarly, node j sends jobs

Jj
2 , J

j
4 , . . . , J

j
2��t(i)/2� to node i.

– Node i merges jobs Ji
1, J

i
3, J

i
5, . . . with Jj

2 , J
j
4 , J

j
6 , . . . in its queue, so that, finally, if a

job J is older than a job J ′, then job J is in the queue before job J ′.
– Similarly, node j merges jobs Jj

1 , J
j
3 , J

j
5 , . . . with Ji

2, J
i
4, J

i
6, . . . in its queue, so that,

finally, if a job J is older than a job J ′, then job J is in the queue before job J ′.
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4. Analysis of the static case. We first analyze our load balancing protocol
in a static setting in which some initial load is placed on the n processors, and load
is moved between processors until the loads in all the processors are approximately
equal. No new load is added to or removed from the system throughout the execution
of the protocol.

Our analysis of the static case is based on coupling the execution of our protocol
with the nonintegral protocol studied in [8]. The only difference between the two
protocols is that in the nonintegral protocol the load is equally distributed between
the two matched processors with no rounding. We consider two copies of the network
starting with the same initial distribution, one using our protocol and the other using
the nonintegral protocol. The two processes are coupled so that they use the same
matching at every time step.

Fix any initial distribution of K tokens to the nodes in V , and let �̄ = K/n.
For each time step t ≥ 0 and u ∈ V , let �t(u) be the number of tokens at u at the
end of step t of the original, integral protocol, and let �′t(u) be the number of tokens
at u at the end of step t in the nonintegral copy of the protocol. Also, for each time
step t ≥ 0, let Φ′

t =
∑

v∈V (�′t(v) − �̄)2. Note that if the total load in the system is
K, then for any t ≥ 0, Φ′

t ≤ K2. Notice that Φ′
t corresponds to the variance of the

load on the nodes, and it is easy to see that it is nonincreasing with time, which,
intuitively, means that successive applications of the load balancing protocol even out
the distribution of the tokens to the nodes.

Recall that γ = Λ/16∆. The performance of the nonintegral protocol was ana-
lyzed in terms of γ in [8]. The relevant result is the following lemma, which follows
immediately from Theorem 1 in that work.

Lemma 4.1. For any t ≥ 0,

E[Φ′
t+1 |Φ′

t] ≤ (1 − γ)Φ′
t.

Adapting the technique in [8] we can prove the following static load balancing
result for the nonintegral copy.

Lemma 4.2. If t ≥ γ−1(2 lnK + c lnn), then the probability that there is some
v ∈ V with |�′t(v) − �̄| > 1 is at most 1/nc.

Proof. By Lemma 4.1 we get

E[Φ′
t] = E[E[Φ′

t |Φ′
t−1] ] ≤ (1 − γ)E[Φ′

t−1].

By applying the same argument t times we get

E[Φ′
t] = (1 − γ)tΦ′

0

≤ Φ′
0e

−γt

≤ e−c lnn,

where in the last inequality we used the facts that Φ′
0 ≤ K2 and t ≥ γ−1(2 lnK +

c lnn). Applying Markov’s inequality yields Pr(Φ′
t > 1) < n−c.

We will now tie the performance of our protocol to the performance of the non-
integral copy.

Lemma 4.3. For any t ≥ 0 and any v ∈ V , |�t(v)− �′t(v)| ≤ t/2, regardless of the
chosen matchings and the rounding decisions in the original protocol.

Proof. The proof is by induction on t ≥ 0. If t = 0, then �t(v) = �′t(v) for every
v ∈ V , because no randomness has been introduced into the process yet. For the
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induction step, suppose that the lemma holds for time t. Choose any v ∈ V . If v is
not matched at time t+1, then �t+1(v) = �t(v) and �′t+1(v) = �′t(v), so the lemma holds
by the induction hypothesis. Otherwise, v is matched to some vertex u at time t+1. In
this case, for any rounding choice, (�t(u)+�t(v)−1)/2 ≤ �t+1(v) ≤ (�t(u)+�t(v)+1)/2.
Also, �′t+1(v) = (�′t(u) + �′t(v))/2. These observations give

|�t+1(v) − �′t+1(v)|
(a)

≤ 1

2
+

∣∣∣∣�t(u) + �t(v)

2
− �′t(u) + �′t(v)

2

∣∣∣∣
(b)

≤ 1

2
+

1

2
|�t(u) − �′t(u)| + 1

2
|�t(v) − �′t(v)|

(c)

≤ 1

2
· t
2

+
1

2
· t
2

+
1

2

=
t + 1

2
,

where (a) follows from previous observations, (b) follows from the triangle inequality,
and (c) follows from the induction hypothesis.

Putting Lemmas 4.2 and 4.3 together yields the following theorem.
Theorem 4.4. Let t̂ = γ−1(2 lnK + c lnn). Then, for any t ≥ t̂, the probability

that there is some v ∈ V with |�t(v) − �̄| > 1 + t̂
2 is at most n−c.

Proof. We first prove the theorem for the case t = t̂. Regardless of the matchings
generated in the first t̂ steps, |�t̂(v) − �′

t̂
(v)| ≤ t̂/2 for every v ∈ V by Lemma 4.3.

With probability at least 1−1/nc, |�′
t̂
(v)− �̄| ≤ 1 for all v ∈ V by Lemma 4.2. Adding

these inequalities proves the theorem for the case t = t̂. To extend the result for the
case t > t̂, notice that the sequence {maxv∈V |�t(v) − �̄|}t≥t̂ is nonincreasing.

5. Analysis of the dynamic case. In order to analyze the long-term perfor-
mance of the system, we split the time into epochs of a fixed length TE (to be defined
later). We analyze each epoch in Theorem 5.1, which is the key ingredient in showing
the stability and waiting-time properties of the system. Notice that the first part of
the theorem, which we will apply for the stability result, holds for any protocol obey-
ing the rules of P, while the second part, which will be applied for the waiting-time
guarantees, uses protocol P∗.

Theorem 5.1. For any constant c > 0 and load Θ = Θn > 0, consider an epoch
of length TE = TD + TC , such that

TD ≥ γ−1(2 ln Θ + c lnn) and TC ≥ Θ

n
+

TD

2
+ 1.

1. Running protocol P, if at time τ the load is Lτ , then the system consumes at
least min{Lτ ,Θ} tokens in the next TE steps with probability at least 1−n−c.

2. Running protocol P∗, if at time τ the load is bounded by Θ, then with prob-
ability at least 1 − n−c, all the jobs that exist in the system at time τ will be
consumed by time τ + TE.

Proof. For the purpose of the analysis we split the epoch into two parts. In the
first TD steps we focus on the distribution of load between the processors, and in the
remaining TC steps we focus on the consumption of load by the processors (although
load is consumed throughout the whole execution by processors that have load).

We start by proving the first part of the theorem; a modification of that argument
gives the second part. To analyze the distribution of load between the processors, we
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couple the actual execution of the protocol in the first TD steps with an execution of
the protocol in a static setting that starts with a total load of exactly Θ and does not
generate or consume any jobs. We refer to the actual execution of the protocol as the
dynamic copy and the static execution as the static copy.

To formulate the coupling we color all the tokens (jobs) in the dynamic copy at
time τ by red and blue. A subset of M = min{Lτ ,Θ} tokens in the system at time τ
is colored red, and the rest are colored blue. We now place Θ tokens in the static
copy so that each node in the static copy starts the process with at least as many
tokens as the number of red tokens in the corresponding node of the dynamic copy.
New tokens that arrive through the execution of the dynamic copy are colored blue.

The executions of the two copies are coupled so that they use the same matching
in each step and the same rounding decisions. When we equalize (up to one) the load
between two vertices in the dynamic execution, we also equalize (up to one, using the
same rounding rule) the number of red tokens in the two nodes, keeping the total
number of red tokens in the two nodes as before (this can be achieved by recoloring
some tokens). Finally, after each matching we recolor the tokens in the nodes again,
preserving the total number of red tokens in each queue, but putting all the red tokens
in a queue ahead of all the blue tokens.

Lemma 5.2. At any time τ ≤ t ≤ τ + TD the number of red tokens in each node
of the dynamic copy is bounded by the number of tokens in the corresponding node in
the static copy.

Proof. We begin with some intuition. Initially the coloring of the tokens in the
dynamic copy is such that the claim holds. New tokens that enter the system in
the dynamic copy are colored blue, while no tokens in the static copy are removed.
Furthermore, the matching operations in both copies are coupled, so we expect that
if one node in the static copy gives half of its tokens to a neighbor, the same node in
the dynamic copy will do the same with its red tokens. Therefore, we expect that the
claim will hold at the next step. By induction, the lemma follows.

We now proceed formally by induction on t. The claim is true for t = τ by the
construction of the static copy. Assume that the claim holds after the execution of
step t − 1, and consider the load of node u after the execution of step t. If u was
not part of a matching in step t, then the load of the static copy did not change.
The number of red tokens of the dynamic copy either did not change or was reduced
by 1 if a red token was consumed. In both cases, using the induction hypothesis, the
number of red tokens in the dynamic copy after the execution of step t is bounded by
the number of tokens in the static copy of u.

Assume now that node u was matched with node v during step t. Recall that
every time step in the process can be decomposed into three substeps: the insertion
substep (where new load is created in the dynamic copy), the balancing substep (where
the matching is chosen and the nodes in both copies equalize their loads), and the
consumption substep (where the nonempty nodes in the dynamic copy consume a
job). With this in mind, we define some new variables:

• �it(u), �bt(u), �ct(u) are the total number of tokens at node u in the dynamic
copy immediately following the insertion, balancing, and consumption sub-
steps of time step t, respectively.

• rit(u), rbt (u), rct (u) are the number of red tokens at node u in the dynamic
copy at that time.

• sit(u), sbt(u), sct(u) are the number of tokens at node u in the static copy at
that time.
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We analyze each substep separately.
• Initially, by the induction hypothesis, we have

rct−1(u) ≤ sct−1(u), rct−1(v) ≤ sct−1(v).(5.1)

• After the insertion substep, we color the new tokens blue so the number of red
tokens remains the same:

rit(u) = rct−1(u), rit(v) = rct−1(v).(5.2)

The static copy does not accept new tokens, so

sit(u) = sct−1(u), sit(v) = sct−1(v).(5.3)

So from relations (5.1), (5.2), and (5.3) we get that

rit(u) ≤ sit(u), rit(v) ≤ sit(v).(5.4)

Notice also that the number of red tokens is bounded by the total number of
tokens, so

rit(u) ≤ �it(u), rit(v) ≤ �it(v).(5.5)

• After the balancing substep, we assume, without loss of generality, that the
rounding is such that

�bt(u) =

⌈
1

2
(�it(u) + �it(v))

⌉
, �bt(v) =

⌊
1

2
(�it(u) + �it(v))

⌋
.(5.6)

The results of the analysis of the static case in section 4 hold for an arbitrary
rounding procedure. Thus, in the static copy we perform the rounding so that

sbt(u) =

⌈
1

2
(sit(u) + sit(v))

⌉
, sbt(v) =

⌊
1

2
(sit(u) + sit(v))

⌋
.(5.7)

Finally, we recolor the tokens in the dynamic copy (we swap colors between some
tokens), so that

rbt (u) =

⌈
1

2
(rit(u) + rit(v))

⌉
, rbt (v) =

⌊
1

2
(rit(u) + rit(v))

⌋
.(5.8)

Then, using relation (5.4), we get

rbt (u) =

⌈
1

2
(rit(u) + rit(v))

⌉
≤

⌈
1

2
(sit(u) + sit(v))

⌉
= sbt(u)(5.9)

and

rbt (v) =

⌊
1

2
(rit(u) + rit(v))

⌋
≤

⌊
1

2
(sit(u) + sit(v))

⌋
= sbt(v).(5.10)

Notice that

rbt (u) + rbt (v) =

⌈
1

2
(rit(u) + rit(v))

⌉
+

⌊
1

2
(rit(u) + rit(v))

⌋
= rit(u) + rit(v),



LOAD BALANCING WITH STOCHASTIC ADVERSARIAL INPUT 625

which means that we haven’t changed the number of red tokens, and notice also that
by using relation (5.5) we get that

rbt (u) =

⌈
1

2
(rit(u) + rit(v))

⌉
≤

⌈
1

2
(�it(u) + �it(v))

⌉
= �bt(u)

and

rbt (v) =

⌊
1

2
(rit(u) + rit(v))

⌋
≤

⌊
1

2
(�it(u) + �it(v))

⌋
= �bt(v),

which ensure that the recoloring is valid (i.e., for both u and v, the number of the red
tokens is not more than the total number of tokens).

Finally, we recolor the tokens again (preserving the number of red tokens at each
node), so that every red token in a queue is ahead of every blue token in that queue.

• After the consumption substep, since some red tokens may be consumed, we
get that

rct (u) ≤ rbt (u), rct (v) ≤ rbt (v).(5.11)

In the static copy there are no tokens being consumed, so

sct(u) = sbt(u), sct(v) = sbt(v).(5.12)

Hence, from relations (5.9), (5.10), (5.11), and (5.12) we can finally prove the
induction hypothesis for step t:

rct (u) ≤ sct(u), rct (v) ≤ sct(v).

We now turn to studying the consumption phase. Applying Theorem 4.4 to the
execution of the static copy, we see that at time τ + TD (the reader can verify that
the condition of Theorem 4.4 holds for t = TD and K = Θ), with probability at least
1−n−c no node of the static copy has more than TD/2+Θ/n+1 ≤ TC tokens. Thus,
by Lemma 5.2, with the same probability, no node in the dynamic copy has more
than TC red tokens.

We continue to run the coupling from time τ + TD with this new coloring. When
balancing between two nodes, we recolor the tokens in exactly the same way as in
the distribution phase (see Lemma 5.2), so that, in particular, if a node has some red
tokens in its queue, then these tokens are at the front of the node’s queue, before the
blue tokens. In this case, notice that after a balancing substep, the maximum (over
all the nodes in the graph) number of tokens does not increase. In the consumption
substep the maximum (again, over all the nodes in the graph) number of red tokens
decreases by 1, since the red tokens are at the front of their queues. Since initially at
most TC red tokens are at a node with probability at least 1− n−c, we conclude that
with probability 1 − n−c, all the red tokens (which means at least M = min{Lτ ,Θ}
tokens) are consumed in this epoch. This completes the proof of the first part of the
theorem.

The proof of the second part of the theorem is almost identical to the first one.
We color initially all the Lτ ≤ Θ tokens of the dynamic copy at time τ red, while all
the subsequent ones are colored blue, and again we consider the coupled static copy.
Since now we are interested in the identities of the jobs that are being consumed, we
do not allow recolorings of the tokens.
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Notice though that protocol P∗ ensures that during the whole epoch, if a node
has both red and blue tokens in its queue, the red tokens are before the blue ones.
Moreover, the transfer phase of P∗ ensures that when node u is matched with node v,
they balance their red tokens (up to a difference of 1). Without loss of generality,
we assume that the rounding is such that if the ensemble of the red tokens in the
two nodes is odd, then node u ends up with one more red token. Hence equations
(5.8) remain true. We then perform the rounding in the static copy to ensure that
equations (5.7) remain true as well.

As an aside, notice that it may be the case that after the balancing substep,
node v’s total load is exactly one larger than u’s total load, in which case equations
(5.6) may become

�bt(u) =

⌊
1

2
(�it(u) + �it(v))

⌋
, �bt(v) =

⌈
1

2
(�it(u) + �it(v))

⌉
.

Here, however, we analyze only the distribution of the red tokens, so the analysis is
not affected by this fact.

Everything else is identical to the first part, and by the same reasoning we con-
clude that by the end of the distribution phase, for every node u, the number of red
tokens in the dynamic copy is bounded by the number of tokens in the static copy,
with probability at least 1−n−c, which, by applying Theorem 4.4, implies that every
node has at most TC red tokens.

Then, as in the first part, we can conclude that by the end of the consumption
phase all the red tokens—which are exactly the tokens that were in the system in the
beginning of the epoch—are consumed.

An immediate consequence of the analysis of the second part of Theorem 5.1
is the following lemma, which gives a bound on the expected time needed until the
initial load is distributed. We make use of the lemma in order to bound the expected
waiting time.

Lemma 5.3. Assume that we are given c,Θ, TD, TC , satisfying the conditions of
Theorem 5.1, and assume that we balance according to protocol P∗. If at time τ the
load is bounded by Θ, then the expected time needed until every node in the system
has at most TC of the initial jobs is bounded by 2TD for sufficiently large n. At every
time, when a node has some of the initial load, this is at the head of its queue.

Proof. The analysis is an extension of the proof of the second part of Theorem 5.1.
We color the initial load at time τ red, all the new incoming load blue, and we let T
be the time until every node in the network has at most TC red tokens. We perform
the same coupling as in Theorem 5.1 from time τ until time τ +T . During this whole
period the number of red tokens in the dynamic copy is bounded by the number of
tokens in the static copy. Since the red tokens are the oldest tokens in the system,
protocol P∗ ensures that if a node has some red tokens and some blue tokens, the red
tokens are always in front of the blue ones.

Thus, by the proof of Theorem 5.1, part 2, we get that T ≤ TC with probability
at least 1 − n−c. It follows that �T/TD� is stochastically dominated by a geometric
random variable with parameter 1 − n−c, so

E[T ] ≤ 1

1 − n−c
TD ≤ 2TD

for sufficiently large n.
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5.1. Stability. In this section we prove the stability of the system under a
(λ < 1, w, p > 2,M) stochastic adversary. The main technical tool that we use is
the following theorem, which follows immediately from [17, Corollary 2].

Theorem 5.4. Let X1, X2, . . . be a sequence of nonnegative random variables
satisfying the following conditions:

1. There exist positive numbers α = αn and Θ = Θn such that for all x1, . . . , xi

with xi > Θ,

E[Xi+1 −Xi |X1 = x1, . . . , Xi = xi] ≤ −α.

2. There exists a positive number ξ = ξn and a p = pn > 2 such that for all
x1, . . . , xi

E[|Xi+1 −Xi|p |X1 = x1, . . . , Xi = xi] ≤ ξ.

Then there exists Ξ = Ξ(X0, α,Θ, ξ) and t0 such that for all t ≥ t0,

E[Xt |X0] ≤ Ξ + max(0, X0 − Θ).

Furthermore, assuming that p is a constant with respect to n,

Ξ = O

(
Θ + α

(
1 +

ξ

αp

)3p
)

as n → ∞.

Our stability result is summarized in the following theorem.
Theorem 5.5. Suppose that we run protocol P with a (λ,w, p,M) adversary,

where λ < 1 and p > 2. Then

sup
t≥0

E[Lt |L0] = O(max(γ−1n(w + lnn)(1 + M)3p, L0)) as n → ∞.

Proof. We first present the high-level idea of the proof. Recall that Lt is the load
of the system at time t. We partition the time into epochs of some length d and apply
Theorem 5.4 to the subsequence {Ldi | i ≥ 0}. Using Theorem 5.1, we show that if
the load at the beginning of an epoch is above some threshold Θ, then the expected
load at the end of that epoch is strictly smaller by a significant amount, proving
condition 1 of Theorem 5.4. We then derive the required bound on the pth moment
L(i+1)d − Lid, establishing condition 2 of Theorem 5.4. Applying Theorem 5.4 then
gives the desired bound on the maximum expected load at the end of epochs. Finally,
we generalize to steps that are not multiples of d.

Let us now formalize the above argument. The two conditions that we want to
satisfy are

E[L(i+1)d − Lid |L0 = l0, Ld = ld, . . . , L(i−1)d = l(i−1)d, Lid = �id > Θ] ≤ −α,

E[|L(i+1)d − Lid|p |L0 = l0, Ld = ld, . . . , L(i−1)d = l(i−1)d, Lid = �id] ≤ ξ

for all (l0, l1, . . . , lid). In order to simplify the notation we denote

Li−1 = {L0 = l0, Ld = ld, . . . , L(i−1)d = l(i−1)d},

so the conditions become

E[L(i+1)d − Lid | Li−1, Lid = �id > Θ] ≤ −α,(5.13)

E[|L(i+1)d − Lid|p | Li−1, Lid] ≤ ξ.(5.14)
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Let

Θ = σγ−1n(w + lnn)(5.15)

for some constant σ that we will fix later. Also let

TD = γ−1(2 ln Θ + lnn) and TC =
Θ

n
+

TD

2
+ 1,

so that

TE = TD + TC

=
Θ

n
+ 3γ−1 ln Θ +

3

2
γ−1 lnn + 1

= σγ−1(w + lnn) + 3γ−1 lnσ + 3γ−1 ln γ−1 + 3γ−1 ln(w + lnn) +
9

2
γ−1 lnn + 1.

(5.16)

We let σ be such that TE/w is an integer, say k (we show later that such a σ exists),
so that TE is a multiple of the window size w, and define the epoch length

d = kw = TE .(5.17)

Notice that d = O(γ−1(w + lnn)), a fact that we use later. Fix some time t = id and
consider what happens in the case that Lt > Θ. By Theorem 5.1, part 1 (for c = 1),
we get that within d = TE steps the system consumes at least Θ units of load, with
probability at least 1− 1/n. Thus, the expected number of tokens consumed between
steps id and (i + 1)d is at least(

1 − 1

n

)
· Θ = σγ−1n(w + lnn) − σγ−1(w + lnn),(5.18)

independently of the past, and of any of the adversary’s decisions.
Since an epoch consists of k windows, by the definition of the adversary, the

expected injected new load in the system from time id until (i + 1)d, conditioned on
Li−1, is bounded by

kλnw = λnd.

Using (5.16) and (5.17) we can conclude that the expected new load injected by
the adversary, conditioned on the history, is bounded by

λnd = λσγ−1n(w + lnn) + 3λγ−1n lnσ

+ 3λγ−1n ln γ−1 + 3λγ−1n ln(w + lnn) +
9

2
λγ−1n lnn + λn

≤ λσγ−1n(w + lnn) + 3λγ−1n lnσ

+ 9λγ−1n ln(c′n) + 3λγ−1n ln(w + lnn) +
9

2
λγ−1n lnn + λn

= γ−1n(w + lnn)

[
λσ +

3λ lnσ

w + lnn
+

9λ ln(c′n)

w + lnn
+

3λ ln(w + lnn)

w + lnn

+
9λ lnn

2(w + lnn)
+

λ

γ−1(w + lnn)

]
,

(5.19)
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where the inequality follows from the fact that γ−1 ≤ c′n3 for some constant c′, since
Λ = Ω(n−2) for any connected graph. Therefore, from relations (5.18) and (5.19) we
get

E[L(i+1)d − Lid | Li−1] ≤ −σγ−1n(w + lnn) + γ−1n(w + lnn)[
λσ +

3λ lnσ

w + lnn
+

9λ ln(c′n)

w + lnn
+

3λ ln(w + lnn)

w + lnn

+
9λ lnn

2(w + lnn)
+

λ

γ−1(w + lnn)
+

σ

n

]
≤ −σγ−1n(w + lnn) + γ−1n(w + lnn)(λσ + Q),

for sufficiently large n, where Q is a constant independent of σ. Hence,

E[L(i+1)d − Lid | Li−1] ≤ −γ−1n(w + lnn)(σ − λσ −Q).

If

σ >
Q

1 − λ
,

then relation (5.13) is satisfied for sufficiently large n. We therefore let σ be the
smallest number that is greater than Q/(1−λ) that ensures that d = TE is a multiple
of the window size w. Notice that the fact that d is a continuous function of σ ensures
that such a value of σ exists and satisfies

σ ≤ 2Q

1 − λ
.

Thus condition 1 is satisfied for α = O(γ−1n(w + lnn)).
We now turn our attention to relation (5.14). Let Ji and Zi be the number of

tokens injected by the adversary and consumed by the processors, respectively, during
the ith epoch. We note that

|L(i+1)d − Lid|p = |Ji − Zi|p

≤ Jp
i + Zp

i

≤ Jp
i + dpnp,

(5.20)

where the last inequality follows from the fact that the system (deterministically)
consumes at most n tokens in every step.

We now bound E[Jp
i | Li−1, Lid]. Write Ji =

∑k−1
j=0 Yj , where

Yj =

w−1∑
t=0

Iid+jw+t

is the number of tokens injected by the adversary during the window [id + jw,
id + (j + 1)w − 1].

The second condition on the stochastic adversary gives, for all j,

E[Y p
j ] ≤ Mnpwp.

Applying Hölder’s inequality gives

Jp
i =

⎛
⎝k−1∑

j=0

Yj

⎞
⎠

p

≤

⎛
⎝k−1∑

j=0

1

⎞
⎠

p(1− 1
p ) ⎛

⎝k−1∑
j=0

Y p
j

⎞
⎠ = kp−1

k−1∑
j=0

Y p
j ,
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and therefore we get

E[Jp
i | Li−1, Lid] ≤ kpMnpwp.(5.21)

Therefore, relations (5.20) and (5.21) imply that relation (5.14) is satisfied with

ξ = kpMnpwp + dpnp = (M + 1)dpnp,

and by Theorem 5.4 we deduce that

sup
i≥0

E[Lid |L0] = O(max(γ−1n(w + lnn)(1 + M)3p, L0)).

We have now proven the theorem for t corresponding to the beginning of an epoch.
To finish the proof, we have for any t ≥ 0

E[Lt |L0] = E[L�t/d	d+(t−�t/d	d) |L0]

≤ E[L�t/d	d |L0] + E

⎡
⎣ t∑
j=�t/d	d

Ij

∣∣∣∣∣L0

⎤
⎦

≤ sup
i≥0

E[Lid |L0] + λnd

= O(max(γ−1n(w + lnn)(1 + M)3p, L0)).

Theorem 5.6. Given any initial load L0, with probability 1 there is an i ≥ 0,
such that Lid ≤ Θ for Θ defined as in (5.15).

Proof. For intuition, assume that the initial load L0 is above Θ. Then by relation
(5.13), we expect it to decrease below Θ after a sufficiently long time period. In order
to prove this fact, we use martingale techniques. Since the expected load decreases
independently of the past, we can couple the load with a supermartingale until it
drops below Θ. Then we can apply a martingale convergence theorem to show that
the supermartingale (and therefore the coupled system load) will eventually reach Θ.

Proceeding formally, we define a supermartingale {Yid | i ≥ 0} with respect to
the sequence {Lid | i ≥ 0}, where

Yid =

⎧⎨
⎩

max(L0,Θ) for i = 0,
Lid if L(i−1)d > Θ,
Θ if L(i−1)d ≤ Θ.

As long as Y(i−1)d > Θ the two sequences of random variables are identical. The
sequence Lid assumes a value ≤ Θ if and only if there is an index j such that Yjd = Θ.

The (nonnegative) supermartingale Yid converges with probability 1 to a random
variable Y (see [9, Theorem 5.1]), and since

E[Y(i+1)d | Yid > Θ] ≤ Yid − α

for some α > 0 (defined in the proof of Theorem 5.5), we have limi→∞ E[Yid] = Θ.
By applying Fatou’s lemma [6, p. 110] we get E[Y ] ≤ lim infi→∞ E[Yid] = Θ. Thus,
with probability 1 the sequence {Lid} assumes at some time jd a value less than or
equal to Θ.
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Corollary 5.7.

1. If the system starts with no load, then for sufficiently large n,

sup
t≥0

E[Lt] = O(γ−1n(w + lnn)(1 + M)3p).

2. For any starting conditions

lim sup
t→∞

E[Lt |L0] = O(γ−1n(w + lnn)(1 + M)3p) as n → ∞.

Proof. The first part follows from Theorem 5.5, while the second part uses also
Theorem 5.6.

5.2. Waiting time. Having established that the system is stable, the next im-
portant performance parameter is the waiting time of a job from the time it enters
the system until it is executed. For a given task that enters the system at time t,
let Wt be the number of steps until the task is executed. Following the discussion of
section 3, throughout this section we assume that we perform protocol P∗.

Theorem 5.8. Suppose that we run protocol P∗ with a (λ,w, p,M) adversary,
where λ < 1 and p > 2. Then

sup
t≥0

E[Wt |L0] = O(max(γ−1(w + lnn)(1 + M)3p, L0/n)) as n → ∞.

Proof. We begin with some intuition. By the results of section 5.1, we expect the
load Lt at time t to be low, namely, bounded by O(max(γ−1n(w+lnn)(1+M)3p, L0)).
We also expect that the distribution protocol will rapidly distribute this load among
the nodes (even if it is not already distributed, and regardless of any load that comes
in after time t)—this is formalized by Lemma 5.3. Once this load is evenly distributed,
it can be quickly consumed, since P∗ ensures that every node consumes the oldest
token in its queue at the end of every time step. Therefore, the expected time to
consume all the load is O(E[Lt]/n).

We now proceed formally. Assume that at some time t the load in the system
is Lt. We apply Lemma 5.3 with c = 1, Θ = Lt, TD = γ−1(2 lnLt + lnn) and

TC =
Θ

n
+

TD

2
+ 1,

and we get that the expected time, conditioned on any past event H, until all the
tokens that were present at time t are consumed (measured from time t) is at most

2TD + TC ≤ 4TC + TC = 5TC

for n ≥ 2. Thus for n ≥ 2,

E[Wt |Lt,H] ≤ 5TC =
5Lt

n
+

5γ−1

2
(2 lnLt + lnn) + 5.
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Consequently, for sufficiently large n, we have that for any t ≥ 0,

E[Wt |L0] =
∑
�t

E[Wt |L0, Lt = �t] · Pr(Lt = �t |L0)

≤
∑
�t

(
5�t
n

+
5γ−1

2
(2 ln �t + lnn) + 5

)
· Pr(Lt = �t |L0)

= E

[
5Lt

n
+

5γ−1

2
(2 lnLt + lnn) + 5

∣∣∣∣L0

]

=
5E[Lt |L0]

n
+

5γ−1

2
(2E[lnLt |L0] + lnn) + 5

≤ 5E[Lt |L0]

n
+

5γ−1

2
(2 lnE[Lt |L0] + lnn) + 5

= O(max(γ−1(w + lnn)(1 + M)3p, L0/n)),

where the second-to-last step follows from Jensen’s inequality applied to the concave
function f(x) = lnx, and the last step follows from Theorem 5.5.

Applying Theorem 5.6 we have the following.
Corollary 5.9.

1. If the system starts with no load, then for sufficiently large n,

sup
t≥0

E[Wt] = O(γ−1(w + lnn)(1 + M)3p).

2. For any starting conditions,

lim sup
t≥0

E[Wt |L0] = O(γ−1(w + lnn)(1 + M)3p) as n → ∞.

Proof. The first part follows from Theorem 5.8, while the second part uses also
Theorem 5.6.

5.3. Strongly bounded adversaries. Recall that a strongly bounded adver-
sary satisfies the additional requirement that for some constants α > 0, β ≥ 1, for
any ε > 0, the probability that the total number of new jobs that arrive in a given

interval of length w is greater than (1 + ε)λnw is bounded by e−αλnwεβ .
In this subsection we strengthen the preceding results for adversaries that are

strongly bounded. The Chernoff-type restrictions on the input stream allow us to get
high-probability results for the load and the waiting time.

5.3.1. High-probability bound on load. Our first result bounds the proba-
bility that at a given time point the load of the system is high.

Theorem 5.10. Consider a system where load is injected by a strongly bounded
adversary. Let Lt be the load of the system at time t. Then for any sufficiently large
constant c1 there exists a constant c′ > 0 such that

lim sup
t→∞

Pr(Lt > c1γ
−1n(w + lnn)) ≤ 3n−c′ .

The above holds without the limit if the system starts with no load.
Proof. Let Θ = c1γ

−1n(w + lnn). We observe the system at some time t, and
we need to bound the probability that the load at time t is above Θ. Therefore, we
assume that the load at time t is above Θ and calculate the probability of the events
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that may have led to such a load. If the load at some time t′ < t were smaller than Θ
(which holds with probability 1 as t → ∞ by Theorem 5.6), then from time t′ up to t
some rare events have taken place and increased the load much more than expected.
We bound the probability of those events, thus bounding the probability that the load
at time t is above Θ.

Similarly to Theorem 5.5, we split time into epochs of length

TE = c2γ
−1(w + lnn)

starting from time t and going backwards. The constant c2 (which depends on c1) is
chosen so that the epoch length is a multiple k of the window size (TE = kw). Let
B be the event {Lt ≥ Θ}, and for i ≤ t/TE let Bi be the event that the load of the
system is above Θ for exactly the last i epochs. More precisely,

Bi = {∀j = 0, . . . , i− 1 : Lt−jTE
≥ Θ, Lt−iTE

< Θ}.

Let Ct be the event that the load in the system was not always above Θ before time t.
Formally,

Ct = {∃t′ ≤ t : Lt′ ≤ Θ}.

Then we have

Pr(B | Ct) =

�t/TE	∑
i=1

Pr(Bi | Ct).(5.22)

To estimate Pr(Bi | Ct) we distinguish between two cases, depending on the total
load injected by the adversary during the i epochs immediately before t. Either the
adversary inserted a lot of new jobs during this time, or he inserted a reasonable
number of new jobs and the protocol failed to reduce the total load. Both cases are
intuitively unlikely: the first by the strong bound on the adversary, and the second
by the efficacy of the protocol. We bound the two cases separately and then use a
union bound. We fix a constant ε > 0 (whose actual value will be determined later)
and define M as the event that “the injected load during the i epochs immediately
preceding t is less than K = (1 + ε)iλnTE = (1 + ε)iλnkw.” Then we have

Pr(Bi | Ct) ≤ Pr(M|Ct) + Pr(Bi ∩M|Ct).(5.23)

We bound each term separately, starting with Pr(M|Ct). The first K jobs can
be distributed in the ik windows of the period in(

K + ik − 1

ik

)
(5.24)

ways.
We now bound the probability of each such distribution of the inserted jobs

(K1,K2, . . . ,Kik) (so that
∑ik

j=1 Kj = K). Recall that the expected number of jobs
during the jth time window is at most λnw. Define εj as the deviation of Kj above
λnw, namely,

εj = max

(
0,

K

λnw
− 1

)
.
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In other words, εj is such that

Kj = (1 + εj)λnw

if K > λnw and εj = 0 otherwise. Since
∑

Kj = K, we get that

ik∑
j=1

εj ≥ ikε.

By using the definition of the strongly bounded adversary, we can bound the probabil-
ity (conditioned on any past event) that in the jth window at least Kj were generated
by

e−αλnwεβj .

Therefore, the probability of a particular distribution (K1, . . . ,Kid) of the first K jobs
is bounded by ∏

e−αλnwεβj = e−αλnw
∑

εβj .

Since β ≥ 1, and
∑

εj ≥ ikε, we obtain
∑

εβj ≥ ikεβ (by raising to the βth power and
using Hölder’s inequality as in relation (5.21)), and the aforementioned probability
becomes

e−αλnwikεβ .

Together with (5.24) we get that

Pr(M|Ct) ≤
(
K + ik − 1

ik

)
e−αλnwikεβ

<

(
K + ik

ik

)
e−αλnwikεβ

≤
(

(K + ik)e

ik

)ik

e−αλnwikεβ

= eik ln(K+ik)+ik−αλnwikεβ−ik ln(ik)

≤ eik ln[ik((1+ε)λnw+1)]+ik−αλnwikεβ−ik ln(ik)

= eik ln[(1+ε)λnw+1]+ik−αλnwikεβ

< n−κi

(5.25)

for any constant κ and sufficiently large n.
Next we bound Pr(Bi ∩M|Ct). By Theorem 5.1, part 1, if at the beginning of

an epoch the load of the system is at least Θ, then the load decreases by at least Θ
with probability at least 1− n−c. This is the case for the last i− 1 epochs. However,
at time t− iTE the load of the system is below Θ, while at time t the load is above Θ.
Moreover we have assumed that the total new load is at most K = (1 + ε)iλnTE .
These facts imply that the consumed load is less than K, which in turn implies that
in fewer than

K

Θ
=

(1 + ε)λc2
c1

i


= µi
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epochs the consumed load was more than Θ. By making c1 sufficiently large and ε
sufficiently small, we can guarantee that µ < 1. In this case, the probability that,
among the i− 1 epochs, fewer than µi consumed at least Θ load can be bounded by

Pr(Bi ∩M|Ct) ≤
(

i− 1

(1 − µ)i

)(
1

nc

)(1−µ)i

≤
(
e(i− 1)

(1 − µ)i

)(1−µ)i(
1

nc

)(1−µ)i

=

(
n−c · e

1 − µ
· i− 1

i

)(1−µ)i

≤ n−(1−µ)(c−1)i.

(5.26)

By combining (5.23), (5.25), and (5.26) we get that

Pr(Bi | Ct) ≤ 2n−(1−µ)(c−1)i.

Finally, we estimate the probability that the load is above Θ at time t using
(5.22). If we make c and c1 sufficiently large, we get that (1 − µ)(c − 1) > 0, so the
sum converges and we get

Pr(B | Ct) =

�t/TE	∑
i=1

2n−(1−µ)(c−1)i ≤
∞∑
i=1

2n−(1−µ)(c−1)i ≤ 3n−(1−µ)(c−1).

From Theorem 5.6 we have limt→∞ Pr(Ct) = 1, which gives the result.

5.3.2. Waiting time. By Theorem 5.1, part 2, we get that if the load of the
system is bounded by Θ at some particular time, then with probability at least
1 − n−c ≥ 1 − n−c′ all the load that was in the system at that time is consumed
during the next TE steps. The limiting probability that the load of the system is
above Θ is bounded by 3n−c′ . Summing the failure probabilities proves the following.

Theorem 5.11. Consider a system whose load is injected by a strongly bounded
adversary. Let Wt be the wait of a job that arrived at time t.

lim inf
t→∞

Pr(Wt ≤ c2γ
−1(w + lnn)) ≥ 1 − 4n−c′ .

The above holds without the limit if the system starts with no load.

6. Work stealing and the generator models. In this section we compare
our results to the stochastic analysis of the work stealing load balancing protocol
in [4]. In the work stealing protocol, nodes initiate load balancing steps only when
their queues are empty. Concretely, after the new load generation, and before the
load consumption, if a node u is empty, it selects a random neighbor, say v. If the
load of v is �t(v), then v transfers half of its load to u, so that eventually u has load
��t(v)�, while v ends up with load ��t(v)�. Finally the nonempty nodes execute one
job from their queue. The advantage of the work stealing protocol is that the total
load balancing work in the network at any given time is proportional to the number
of processors with empty queues. In particular, as long as all the processors are
working, the network does not perform any load balancing. However, in this section
we show that the work stealing protocol is either unstable, or stable with expected
load exponential in n/d, where d is the minimum degree of the network. In contrast,
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protocol P is stable with expected load polynomial in n for any connected network
topology.

We prove the gap in performance between the two protocols in the job-generator
model introduced in [4]. We distinguish between two versions of this input model. In
the deterministic generator model, an adversary places λn job-generators in the pro-
cessors in an arbitrary fashion at the beginning of every step (having full information
of the history of the system), and each generator adds one new job to the processor on
which it is placed. In the stochastic job-generator model an adversary places n gen-
erators in the processors in an arbitrary fashion at the beginning of every time step
(again having full information of the history), and each generator adds one new job
to the processor on which it is placed with probability at most λ < 1, independently
of the other generators.

Notice that both of these adversaries are special cases of a strongly bounded
(λ,w, p,M) adversary, with w = 1, p = 3 and corresponding M being 0 for the
deterministic and a constant for the stochastic. The deterministic model is clearly
strongly bounded, while a standard Chernoff bound establishes the claim for the
stochastic model. Then by Theorems 2.2 and 2.3, we get that, in both cases, the
load and waiting time are bounded (both in expectation and with high probability)
by O(γ−1n lnn) and O(γ−1 lnn), respectively.

We contrast these results with the performance of the work stealing load balancing
protocol on similar input. Consider first a deterministic job-generator adversary that
adds, in each step, up to λn tokens to the n-node network. Let v be a node in
the network with degree d = o(n) (the claim is trivial for d = Ω(n), since then
n/d = O(1)). In each step, the adversary puts λn − d tokens in v and one token
in each of its neighbors. Since the queues of the d neighbors of v are never empty,
v never participates in a load balancing step, and so its load increases (unboundedly)
by λn− d− 1 in each step.

Consider now the stochastic job-generator adversarial input process. Assume
again a node v with minimal degree d = o(n), and assume that in each step the
adversary places exactly m = �n/(d + 1)� generators at v and at least m generators
at each of its neighbors. Let �t(v) denote the load at v at time t.

Define p = (2 + λm/(1 − λ))e−λm and assume that n is large, so that p < 1
(we use this fact later). Fix some time step t ≥ 1. If node v’s load did not increase
during this time step, then either v did not produce many jobs (at most 1) or one of
v’s neighbors (say ui, with degree dui ≥ d) was empty and chose to try to steal work
from v, so v gave away load. For the latter to happen, ui must have had no load (and
in particular must have not produced any load at time t) and must have randomly
chosen v out of its dui neighbors. Thus,

Pr(�t(v) − �t−1(v) < 1) ≤ (1 − λ)m + λm(1 − λ)m−1 +

d∑
i=1

1

dui

(1 − λ)m

≤ p,

(6.1)

conditioned on all past events.
We now construct a random sequence {�′t(v)}t≥0, and we show that it is stochas-

tically dominated by the sequence {�t(v)}, as follows. We have �′0(v) = 0, and for
t > 0,

�′t(v) =

{
�′t−1(v)/2 with probability p,

�′t−1(v) + 1 with probability 1 − p,
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with all the random choices being independent. Notice that by relation (6.1) the
load of node v decreases with probability at most p. Moreover, if the load of node v
decreases, the new load will be at least half of the old load, and hence each load
�t(v) stochastically dominates the corresponding �′t(v). Therefore we have E[�t(v)] ≥
E[�′t(v)].

Using the recursion

E[�′t(v)] =
p

2
E[�′t−1(v)] + (1 − p)(E[�′t−1(v)] + 1),

we compute

E[�′t(v)] =
2(1 − p)

p

[
1 −

(
1 − p

2

)t
]

and

E[Lt] ≥ E[�t(v)]

≥ E[�′t(v)]

=
2(1 − p)

p

[
1 −

(
1 − p

2

)t
]
.

Using the fact that p < 1, we get

lim inf
t→∞

E[Lt] ≥
2(1 − p)

p

= 2

(
1

p
− 1

)

=
2eλ� n

d+1�

2 + λ
1−λ

⌊
n

d+1

⌋ − 2.

Thus in the limit the expected total load in the system is at least exponential in n/d.
In particular, if the network’s minimum degree is constant, the expected total load in
the system is exponential in the size of the network!

7. Conclusion. We analyze a simple load balancing system and show that it
has many desirable steady state properties under a big variety of input conditions.
In particular, we derive low-degree polynomial bounds on the asymptotic expected
load and waiting times of jobs in the system, and we match these expected perfor-
mance results with high-probability results in a very natural restriction of the general
stochastic adversary model. While there are many stability results for similar sys-
tems in the literature, our analysis of waiting time, the strength of our bounds, and
our high-probability results are novel. In addition, our application of the Pemantle–
Rosenthal result reveals many of the challenges in using general adversaries and will
likely provide good insight for other applications. Finally, unlike much of the related
work, our results hold for arbitrary connected network topologies and are optimal for
the extremely important expander topology.

Plenty of open problems remain. In particular, our analysis cannot be easily
modified to handle the case λ = 1, since we do not count the load that is consumed
during the distribution phase of an epoch. Thus that case remains open. In addition,
it is unknown whether Markovian adversaries are weaker than the general adversaries
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that we analyze. A result along these lines would have important ramifications in
future analyses of network processes, since it would answer the question of whether
Markov chain techniques can fill the role of the more general Pemantle and Rosenthal
stochastic process results. And, of course, any results in an extension of our model
allowing for asynchronous communication between nodes, nonuniform job execution
time, and/or a continuous timescale would be very interesting.
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